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Abstract

Traditional question-answering (QA) systems
for the Human Resource domain face chal-
lenges such as the need to manually design
user intents, which is not scalable. To address
this challenge, we opt for generative QA sys-
tems that can automatically understand user
intent and find the correct answer within the
context. However, generative QA systems of-
ten encounter the problem of lengthy input texts
in user questions and contexts. In this work, we
aim to tackle this issue by exploring the use of
an efficient transformer, LongT5, and compar-
ing its performance to that of a conventional
transformer, T5. To assess the impact of dif-
ferent training resources (data distribution) on
the performance of QA systems in practice, we
create three distinct datasets: (1) a dataset con-
taining only highly structured questions, con-
text, and answers; (2) a dataset with real user
questions, context, and answers, where the con-
text is retrieved by a retriever (possibly yielding
inaccurate results); and (3) a modified version
of the second dataset, with additional manual
corrections for erroneous retrievals made by
domain experts. These datasets are designed
to simulate different situations, ranging from
highly structured and controlled data to more
realistic situations. The results reveal that TS
models outperform LongT5 in short-input sce-
narios, while LongT5 exhibits promising poten-
tial for handling longer inputs. Moreover, mod-
els trained on the third dataset yield the best
performance in real-world scenarios. These re-
sults emphasize the importance of high-quality,
realistic training data and selecting appropriate
model architectures based on input length in the
context of generative QA system development.

1 Introduction

The rapid advancement of artificial intelligence and
natural language processing techniques has led to
a growing interest in developing intelligent chat-
bots for a wide range of applications. One such
application is the human resource (HR) domain,

where chatbots can help answer employee queries,
provide information about company policies, and
assist with various HR-related tasks. Recognizing
the potential of chatbots in the HR sector, organi-
zations are seeking to leverage this technology to
enhance employee experience and streamline HR
processes.

Traditional question-answering (QA) chatbots
have played a significant role in addressing user
queries. However, these QA chatbots often need
manual design of user intents, which might limit
their capacity to handle complex and diverse ques-
tions. Consequently, there is a growing interest in
generative question-answering chatbots, which can
generate more natural and coherent responses by
understanding the context and user queries more
effectively.

In this study, we focus on creating a generative
question-answering (GQA) chatbot tailored for HR
departments. The primary goal of the chatbot is
to understand and effectively respond to employee
questions by leveraging the context available in
the dataset. A key challenge in developing such a
chatbot is dealing with lengthy input texts, which
include user queries and contextual information.
Lengthy texts can lead to increased computational
complexity and may affect the chatbot’s perfor-
mance.

To address this issue, we investigate the use of ef-
ficient transformers, specifically the LongT5 model
(Guo et al., 2021), which is designed to handle
longer sequences more effectively than conven-
tional transformer models, such as the T5 (Raffel
et al., 2019).

Moreover, the quality of the dataset plays a cru-
cial role in training an effective chatbot. In real-
world scenarios, user questions can differ signifi-
cantly from those found in pre-existing datasets. To
address this challenge and ensure the chatbot’s rel-
evance and effectiveness, real user questions were
collected during actual user consultations. These



real questions were then paired with appropriate
context using a retrieval model. However, there
were instances where the retrieval model provided
inaccurate context. To resolve this issue, domain
experts manually corrected the erroneous context,
ensuring a higher-quality dataset. With this in mind,
we constructed three distinct datasets for our ex-
periments to understand the impact of data quality
on the chatbot’s performance in practice. These
datasets are as follows:

1. A dataset containing only highly structured
questions, context, and answers, representing
a controlled environment for model training
and evaluation.

2. A dataset comprising real user questions, con-
text, and answers, where the context was re-
trieved by a retrieval model. This dataset
presents a more realistic scenario, with the
possibility of inaccuracies in the retrieved con-
text.

3. A modified version of the second dataset,
where additional manual corrections were ap-
plied by domain experts to the erroneous con-
text retrieved by the model. This dataset
demonstrates the potential improvements that
can be achieved through manual intervention.

We train both LongT5 and TS5 models on each
of these three datasets, allowing us to compare the
performance of different models under various data
quality conditions. This approach provides valu-
able insights into the chatbot’s effectiveness and
adaptability when faced with diverse real-world
scenarios and helps us determine the most suitable
model configuration for an HR chatbot application.

The structure of this paper is organized as fol-
lows: section 2 delves into the background and rele-
vant literature in the domain of generative question-
answering chatbots and efficient transformers. In
section 3, we outline the methodology employed in
our research, with a primary focus on the datasets
and their processing. section 4 presents the results
obtained from our experiments. In section 5, we
discuss the implications of the experimental out-
comes and current limitations. Lastly, section 6
offers concluding remarks and suggests potential
avenues for future research.

2 Related Work

2.1 Generated Question-Answering Chatbots

The development of generative question-answering
chatbots has been an active area of research in re-
cent years.

The introduction of deep learning techniques,
particularly recurrent neural networks (RNNs)
and long short-term memory (LSTM) networks
(Hochreiter and Schmidhuber, 1997), enabled more
sophisticated GQA systems. These models were
capable of processing and understanding natural
language input more effectively. Sutskever et al.
(2014) demonstrated the effectiveness of RNNs
for sequence-to-sequence tasks, which paved the
way for the development of more advanced GQA
systems.

The emergence of the Transformer architecture
(Vaswani et al., 2017) has significantly improved
the performance of GQA models. Transformers
leverage self-attention mechanisms, allowing for
greater parallelization and scalability. Notable
examples of Transformer-based models include
BERT (Devlin et al., 2018), GPT (Radford et al.,
2018) and T5 (Raffel et al., 2019), which have
achieved state-of-the-art performance on a vari-
ety of natural language processing tasks, including
GQA.

2.2 Efficient Transformers

While the Transformer architecture has greatly im-
proved the performance of GQA models, it also in-
troduced increased computational and memory re-
quirements, especially for handling long sequences.
To address these limitations, several efficient Trans-
former variants have been proposed.

The Reformer (Kitaev et al., 2020) combines
locality-sensitive hashing with reversible layers,
enabling efficient processing of long sequences
with limited memory consumption. Longformer
(Beltagy et al., 2020) introduces a sliding win-
dow self-attention mechanism, allowing the model
to handle longer text while maintaining the ben-
efits of the Transformer architecture. The Lin-
former (Wang and Li, 2020) introduces low-rank
approximations to reduce the complexity of the
self-attention mechanism, making it more effi-
cient for long sequences. The Linear Transformer
(Katharopoulos et al., 2020) employs kernel-based
self-attention, achieving linear complexity with re-
spect to the sequence length. Big Bird (Zaheer
et al., 2020) employs sparse attention patterns to



reduce computational complexity while preserv-
ing global context information. Lastly, Pegasus-x
(Zhang et al., 2021) incorporates cross-attention,
which allows the model to selectively focus on rel-
evant input tokens, reducing computational costs.

Among these efficient Transformer variants,
LongT5 (Guo et al., 2021) is particularly relevant
to our work. LongT5 is a new model that inte-
grates attention ideas from long-input transformers
(ETC) (Liu et al., 2020) and pre-training strate-
gies from summarization pre-training (PEGASUS)
(Zhang et al., 2021) into the scalable T5 architec-
ture. LongT5 is an extension of the TS5 model
that handles long sequence inputs more efficiently.
LongTS5 achieves state-of-the-art performance on
several summarization benchmarks that required
longer context or multi-document understanding.

We chose LongT?3, specifically the local atten-
tion variant, over the transient-global (tglobal) at-
tention variant for the following reasons: Firstly,
the local attention-based LongT5 exhibits linear
complexity with respect to input sequence length,
making it more efficient for processing lengthy
input texts. This is achieved through the sparse
sliding-window local attention operation, which
allows a given token to attend to only r tokens
to its left and right, with r=127 by default. This
yields a linear complexity of O(l - r) where [ is
the input sequence length (Guo et al., 2021). Sec-
ondly, the local attention mechanism does not in-
troduce any new parameters to the model, main-
taining its simplicity. With these techniques, the
local attention-based LongT5 is capable of han-
dling input sequences of a length up to 16,384 to-
kens, which is particularly beneficial for our task
involving long input texts.

3 Methodology

3.1 Problem Statement & Notation

In this section, we introduce the primary notations
used in this paper and formulate the task briefly.
Let Q = q1, ¢, ..., g, denote a set of employee
questions, and C' = ¢y, ca, ..., ¢y, TEpresent a set
of contextual documents containing information
relevant to the HR domain. Each question g¢; is
associated with a context c; that provides the nec-
essary information to answer the question. The
ground truth answer to question ¢; is denoted by
a;. Our goal is to develop a generative question-
answering chatbot that, given a question ¢; and its
corresponding context c;, can generate a response

a; that is close to the ground truth answer a;.

With the problem statement and notation intro-
duced, we now proceed with the methodology, in-
cluding the description of models, dataset prepara-
tion, training, and evaluation methods.

3.2 Models

In this experiment, we explore the performance of
two models, T5 and LongT5. The specific model
variants chosen for this study are as follows:

« For T5, we use the T5-base variant !, compris-
ing 220 million trainable parameters. This
model represents a well-established trans-
former architecture, serving as a suitable base-
line for evaluating the performance of LongT5
in the HR chatbot context.

* For LongT5, we employ the local-attention-
based variant 2, which consists of 296 mil-
lion trainable parameters. This model incor-
porates local attention mechanisms, allowing
it to efficiently process long input sequences
and potentially surpass the performance of the
baseline TS5 model.

Both models are of a similar scale in terms of
trainable parameters, allowing for a fair compari-
son of their performance in the generative question-
answering task. By analyzing the outcomes of
this comparison, we aim to identify the most suit-
able model for addressing the challenges posed by
lengthy input texts in HR chatbot applications, with
TS5 serving as our baseline model.

3.3 Dataset Preparation
3.3.1 Data Collection

SAP SE internally prepared two datasets for this
study. The first dataset, referred to as Dataset A,
consists of highly structured employee questions,
context, and answers. The second dataset, referred
to as Dataset B, comprises real user questions col-
lected during actual user interaction. In this dataset,
a retrieval model was employed to match real user
questions with the most similar employee ques-
tions from Dataset A. The associated contexts and
answers of the retrieved employee questions were
then extracted and used as the paired contexts and
answers for the real user questions.

1https://huggingface.co/tS—base
https://huggingface.co/google/
long-t5-1local-base
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(b) Snippet of Dataset B.

Figure 1: Screenshots of Dataset A and B.

Both datasets also include additional information
that is not relevant to this experiment. Furthermore,
Dataset B contains manual annotations indicating
the correctness of the retrieved employee questions.
If the retrieved employee question was found to
be incorrect, domain experts provided additional
annotations with the correct employee questions.
A screenshot of the raw Datasets A and B can be
found in Figure 1.

3.3.2 Preprocessing

The preprocessing stage involved several steps to
ensure the quality and relevance of the data used
for training and evaluation. Initially, general pre-
processing was applied to both datasets, which in-
cluded the removal of samples containing invalid
values, such as NaN or completely numeric values.

Subsequently, the datasets were processed as
follows:

* For Dataset A: Only the Question, Context,
and Answer columns were retained, discard-
ing any irrelevant information.

¢ For Dataset B: For correct retrievals, the user
question, context, and answer of the retrieved
employee question were preserved. For in-
correct retrievals, since the domain experts
only annotated the correct employee questions
without providing the corresponding context
and answer, we additionally searched Dataset
A to find the matching context and answer.

3.3.3 Creation of Datasets

Using the preprocessed data, we created three dis-
tinct datasets for our experiments:

1. Highly structured dataset (N~48k): This
dataset is derived entirely from the prepro-
cessed Dataset A, containing highly structured
question-context-answer triples. This dataset
provides a controlled environment for model
training and evaluation.

2. Real user question dataset with inaccuracies
(N~89Kk): This dataset is constructed by merg-
ing the preprocessed Datasets A and B while
excluding the manual corrections made by do-
main experts. Consequently, some samples
in this dataset may have mismatched contexts
and answers due to incorrect retrievals.

3. Real user question dataset with manual cor-
rections (N=89Kk): This dataset is also con-
structed by merging the preprocessed Datasets
A and B, and it incorporates the manual cor-
rections made by domain experts. For samples
with incorrect retrievals, the erroneous context
and answer are replaced with the corrected
context and answer provided by the domain
experts, resulting in a more accurate dataset.

These datasets offer a range of scenarios for
training the chatbot models, from highly structured
and controlled data to more realistic and challeng-
ing cases involving incorrect retrievals and manual
corrections. After constructing these datasets, we
divided them into training, validation, and test sets,
with the validation and test sets each comprising
10% of the data.
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Figure 2: The distribution of token counts across the three constructed datasets.

3.4 Model Training

Our experiments were conducted using a GPU with
16GB of memory: Tesla P100-PCIE.

For the TS5 model, which has a maximum input
length constraint of 512 tokens, we post-processed
the datasets by filtering samples containing 512
tokens or fewer. This ensures that the contexts
contain correct answers to the questions. During
the training process, we utilized a learning rate of
le-4 and a batch size of 8, and the TS5 model was
trained for a total of 15 epochs.

For the LongT5 model, considering the con-
straints imposed by our GPU’s memory capac-
ity, we filtered samples comprising 5120 tokens
or fewer. This selection covers over 90% of the
data in each of the three datasets. The distribu-
tion of token counts of the three datasets can be
found in Figure 2. LongT5 was trained on both
the short-input (512 tokens) and the longer (5120
tokens) versions of the datasets using the same
learning rate of 1e-4 and batch size of 8§ as with T5,
completing 15 epochs on the short-input dataset
and only 5 epochs on the long-input dataset due to
limited training resources and the project’s dead-
line. By training LongT5 on datasets with different
length constraints, we aim to better understand its
performance in handling longer input sequences
compared to TS5.

3.5 Evaluation Methods

In this subsection, we outline the evaluation meth-
ods used to evaluate the performance of the T5
and LongT5 models trained on the three distinct
datasets. To gauge the question-answering capa-
bilities in real-world situations, we construct an
additional "Real User Question Only" dataset. We
discuss the dataset, evaluation metrics, and model
configurations in further detail below.

3.5.1 Evaluation Datasets

We build a “Real User Question Only” dataset
(N=~4k): This dataset comprises only real user
questions with correct context and answer pairs.
It was constructed by filtering the test set of the
“Real user question dataset with manual corrections”
dataset to include only the real user questions. No-
tice that this dataset is different from the original
test set since the original one also includes very
standardized questions. We also post-process the
dataset by filtering samples with less than or equal
to 512 tokens for T5.

3.5.2 Evaluation Metrics

To evaluate the quality of the generated re-
sponses, we use the Rouge score (Lin, 2004) and
BERTScore (Zhang et al., 2019). The Rouge score
measures the similarity between the generated re-
sponse and the ground truth answer by comparing
the overlap of n-grams, with higher scores indicat-
ing better performance. BERTScore, on the other
hand, computes token-wise cosine similarities be-
tween the contextual embeddings of the generated
and ground truth sentences, using the F1 score for
aggregation. By combining these metrics, we can
assess the models’ performance in terms of both
lexical and semantic similarities to the ground truth
answers.

3.5.3 Model Configurations for Evaluation

We have a total of 9 configurations in our experi-
ments, which are as follows:

1. TS5 model trained on the highly structured
dataset, filtered to a maximum input length
of 512 tokens.

2. TS5 model trained on the real user question
dataset with inaccuracies, filtered to a maxi-
mum input length of 512 tokens.
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Figure 3: Training and validation results for T5 on the three distinct datasets with running average smoothing
applied for better visualization. The blue, green, and orange curves represent the highly structured dataset, the real
user questions dataset with inaccuracies, and the real user questions dataset with manual corrections respectively.

. T5 model trained on the real user question
dataset with manual corrections, filtered to a
maximum input length of 512 tokens.

. LongT5 model trained on the highly struc-
tured dataset, filtered to a maximum input
length of 512 tokens.

. LongT5 model trained on the real user ques-
tion dataset with inaccuracies, filtered to a
maximum input length of 512 tokens.

. LongT5 model trained on the real user ques-
tion dataset with manual corrections, filtered
to a maximum input length of 512 tokens.

. LongT5 model trained on the highly struc-
tured dataset, filtered to an maximum input
length of 5120 tokens.

8. LongT5 model trained on the real user ques-
tion dataset with inaccuracies, filtered to an
maximum input length of 5120 tokens.

9. LongT5 model trained on the real user ques-
tion dataset with manual corrections, filtered
to an maximum input length of 5120 tokens.

These configurations enable us to compare the
performance of TS and LongT5 models trained on
the three different datasets and assess the influence
of varying input lengths on the quality of the gen-
erated answers.

For every configuration, we choose the model
checkpoint with the highest F1 score on the valida-
tion set, obtained at a specific training epoch. This
ensures that we evaluate the performance using the
most optimized version of each configuration.



4 Results

In this section, we present the training and evalua-
tion results.

4.1 Training Result

In this subsection, we discuss the training results
of the TS5 model on the three constructed datasets
as shown in Figure 3.

The training loss curves for the first and third
datasets appear relatively smooth in comparison to
the second dataset which exhibits significant fluctu-
ations. This suggests that the second dataset, con-
taining erroneous samples, introduces a noticeable
amount of noise into the training process. Addition-
ally, the final training loss on the second dataset
(around 0.2) is considerably higher than that on the
first and third datasets, which are close to 0.

In terms of validation scores, the TS model’s
BERTScore (F1) and Rouge scores (RougeL.) on
all three datasets exhibit a consistent trend. The T5
model achieves its highest scores (both BERTScore
and Rouge) on the first dataset, which can be
attributed to the highly structured nature of the
dataset. As a result, the distribution of the training
set is closely aligned with that of the validation
set, leading to more impressive validation scores.
On the other hand, the scores on the third dataset,
which includes real user questions, are lower than
those on the first dataset. We believe this is due
to a higher degree of variance in the data distri-
bution, which can be attributed to the presence of
real user questions. This higher variance results
in a less close alignment between the training and
validation set distributions, which in turn leads to a
modest reduction in scores. Similarly, the second
dataset exhibits an even larger distribution variance
due to real user questions and inaccurate contexts
and answers. This leads to a greater dissimilar-
ity between the training and validation sets. We
hypothesize that this contributes to the noticeable
fluctuations during the training phase and the low-
est scores observed on the validation set.

The LongT5 (512) and LongT5 (5120) models
also exhibit similar curve patterns, as detailed in
Appendix A. The observations made for the T5
model also apply to these models, indicating that
they show comparable behavior when trained on
the different datasets.

4.2 Evaluation Result

In this subsection, we report the evaluation results
for the nine model configurations on the "Real User
Question Only" dataset. The performance of each
model, measured using RougeL. and F1 scores, is
presented in Tables 1 and 2.

Table 1 presents the results of TS and LongT5
models on the evaluation dataset filtered to a max-
imum of 512 tokens. For both TS5 and LongT5
models, the highest Rougel. and F1 scores are
achieved when trained on the "Real user question
dataset with manual corrections." We believe this
is due to the distribution of the third dataset be-
ing closer to real user data. In contrast, the first
dataset, "Highly Structured dataset,” contains very
standardized questions which often differ signif-
icantly from real-world data. This could explain
why the models trained on this dataset perform the
worst.

Although the "Real user question dataset with
inaccuracies" includes real user data, the presence
of inaccurate samples creates a gap between this
dataset and real-world data, which may account for
the intermediate scores of the models trained on it.

On the other hand, when trained on the same
dataset, the TS models consistently outperform the
LongT5 models. We conjecture that this is be-
cause the TS5 models are specifically pre-trained
on data with a maximum length of 512 tokens,
while LongT5 models are designed to handle much
longer input texts (up to 16,384 tokens). The T5
models seem to be better suited for the datasets
with a 512-token limit, which might explain their
superior performance.

Table 2 shows the evaluation results of LongT5
on the evaluation dataset filtered to a maximum of
5120 tokens. It demonstrate a similar trend to the
short input (512) evaluation: The models trained on
the "Real user question dataset with manual correc-
tions" achieve the highest scores, followed by those
trained on the "Real user question dataset with in-
accuracies," and finally, the models trained on the
"Highly Structured dataset" perform the worst.

However, even after only five training epochs,
with the metric scores for the three configurations
not yet fully converging (as shown in Figure 5),
the LongT5 models exhibit promising potential
on handling long-input inputs. Specifically, the
evaluation scores for LongT5 (5120) show notice-
able improvements across all three configurations
compared to their performance on the short-input



Model | Training Dataset Rougel. | F1

TS (Highly Structured dataset, 512) 0.568 | 0.879
TS (Real user question dataset with inaccuracies, 512) 0.581 | 0.883
T5 (Real user question dataset with manual corrections , 512) 0.677 | 0.913
LongT5 | (Highly Structured dataset , 512) 0.331 | 0.798
LongT5 | (Real user question dataset with inaccuracies , 512) 0.409 | 0.827
LongT5 | (Real user question dataset with manual corrections, 512) 0.506 | 0.859

Table 1: Evaluation results of the first six configurations on the "Real User Question Only" dataset, filtered to a
maximal 512 tokens. The best score for each metric is made bold.

Model | Training Dataset Rougel. | F1

LongT5 | (Highly Structured dataset, 5120) 0.410 | 0.838
LongT5 | (Real user question dataset with inaccuracies, 5120) 0.432 | 0.849
LongT5 | (Real user question dataset with manual corrections, 5120) | 0.601 | 0.906

Table 2: Evaluation results of the last three configurations on the "Real User Question Only" dataset, filtered to a
maximal 5120 tokens. The best score for each metric is made bold.

dataset. We believe this can be attributed to the fact
that LongT?5 is inherently pre-trained on long texts.

Furthermore, the LongT5 scores on the long-
input dataset are already approaching the T5 scores
on the short-input dataset. Given that the LongT5
models have been trained for only five epochs and
have not yet fully converged, it is possible that their
performance on the long-input dataset may surpass
that of the TS models once the training is complete
and fully converged.

An additional observation for all the configura-
tions is that the F1 scores are substantially higher
than the RougeL scores. We believe this can be
attributed to the fact that large-scale generative
models like TS and LongT5 are capable of gen-
erating answers that may not have appeared in the
training set. As a result, the generated responses
might not have a close token-level match with the
gold answers (Rouge), but they still convey similar
meanings (BERTScore).

5 Discussion

In this section, we discuss the implications of our
findings and the potential limitations of the current
study.

5.1 Implications

The results of our experiments have several impor-
tant implications for the development and appli-
cation of language models in real-world question-
answering tasks:

1. The choice of training dataset has a signifi-

cant impact on the performance of the mod-
els. Highly structured datasets ease the learn-
ing process for models due to their standard-
ized nature. Nevertheless, our results indi-
cate that models trained on real user questions
with manual corrections perform the best in
real-world scenarios, as they closely resem-
ble real-world data. This suggests that creat-
ing high-quality datasets containing realistic
user-generated content is crucial for achieving
better performance in practical applications.

. The T5 models consistently outperformed the

LongT5 models on the short-input dataset,
while LongT5 showed promising potential in
handling longer inputs. This indicates that
selecting an appropriate model architecture
based on the input length is an important
factor to consider when developing question-
answering systems.

. The discrepancy between Rougel. and F1

scores in our evaluation suggests that large-
scale generative models like T5 and LongT5
are capable of generating answers that may
not have a close token-level match with the
gold answers but still convey similar seman-
tics. This implies that solely relying on token-
level matching metrics for QA system eval-
uation may not provide a comprehensive as-
sessment of the model’s performance, and in-
corporating additional evaluation metrics that
capture semantic similarity would be valuable.



Despite the insights gained from this study, there
are several limitations to consider:

1. The evaluation metrics used in this study,
namely Rouge and BERTScores, may not
fully capture the semantic richness and diver-
sity of the generated answers. Future studies
could incorporate additional evaluation met-
rics, such as human evaluation or more sophis-
ticated automatic metrics, to better assess the
quality of the generated responses.

2. Our experiments focused on a limited set of
model configurations and training datasets.
Further research could explore the perfor-
mance of other language models, such as
BERT or GPT-4, on the same datasets, or in-
vestigate the impact of additional training data
sources on model performance.

3. The results presented in this study are based
on a single evaluation dataset, the "Real User
Question Only" dataset. It is possible that
the performance of the models could vary de-
pending on the evaluation dataset used. Fu-
ture studies could utilize multiple evaluation
datasets to validate the findings of this study.

4. Due to limited training resources, LongT5
has not been completely trained on long-input
datasets. Consequently, the potential perfor-
mance of the LongT5 model for handling
longer inputs might not be entirely realized.
Further training and experiments are neces-
sary for future work.

6 Conclusion

In this study, we aimed to develop a generative
question-answering (GQA) chatbot tailored for
HR domain. We investigated the performance of
TS5 and LongT5 language models on generative
question-answering tasks, particularly focusing on
the impact of different training data distributions
and input lengths. To achieve this, we constructed
three datasets that range from standardized ques-
tions to real-user inquiries with human intervention
and further divided them based on the input length
constraints. Our findings revealed that the choice of
training dataset plays a crucial role in model perfor-
mance, with models trained on real user questions
with human intervention achieving the best results.
Moreover, the T5 models performed better on short-
input datasets, while LongT5 demonstrated promis-
ing potential for handling longer inputs.

Due to limited training resources, this study is
subject to certain limitations, such as the incom-
plete training of LongT5 on the long-input dataset,
reliance on a single evaluation dataset, and the use
of only two evaluation metrics. Future research
should aim to complete the training process of
LongT5, employ more models for comparison, col-
lect more realistic datasets for both training and
evaluation, and employ a broader range of metrics
for assessment.

Despite the limitations of this study, our ex-
periments offer valuable insights that can guide
future research and development in the field of
HR chatbots: (1) High-quality and realistic train-
ing data are crucial for achieving practical chatbot
performance. As a possible direction for future
work, a semi-supervised learning approach could
be employed: initially training the chatbot on stan-
dardized datasets and later incorporating real user
questions collected during deployment for contin-
uous refinement. (2) Model architecture selection
should be based on input length. For example, if
the input length is less than 512 tokens, traditional
transformer models like TS may be suitable, while
efficient transformers such as LongT5 should be
considered for longer input sequences.

In conclusion, our research represents a signifi-
cant step towards creating effective and adaptable
GQA chatbots for HR departments. As organi-
zations increasingly seek to leverage Al-powered
chatbots to enhance employee experience and
streamline HR processes, the insights gained from
this study will be instrumental in guiding the de-
velopment of high-performing chatbots that can
effectively address diverse real-world scenarios.
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Figure 4: Training results of LongT5 (512) on the three datasets with running average smoothing applied for better
visualization. The blue, green, and orange curves represent the highly structured dataset, the real user questions
dataset with inaccuracies, and the real user questions dataset with manual corrections respectively.
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Figure 5: Training results of LongT5 (5120) on the three datasets with running average smoothing applied for better
visualization. The blue, green, and orange curves represent the highly structured dataset, the real user questions
dataset with inaccuracies, and the real user questions dataset with manual corrections respectively.



